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Introduction 

 

Current Monitoring Systems 

 

Cloud Monitoring 



How can we better 

understand large 

scale systems which 

frequently change? 



Cloud Computing 

allows anyone to 

deploy large scale 

systems 



IaaS cloud systems 

are unlike 

conventional 

systems 



 

 

conventional { 
clusters 
grids 
static servers 



rapid elasticity, 

 



rapid elasticity, 

transient, identical VMs, 

 



rapid elasticity, 

transient, identical VMs, 

metered service, 

 



rapid elasticity, 

transient, identical VMs, 

metered service, 

VM termination 

 



rapid elasticity, 

transient, identical VMs, 

metered service, 

VM termination 

Irregular deployment 

 



Despite these 

differences we still 

use the same largely 

unmodified software 

stacks 





Monitoring 



System monitoring 

Monitoring and reporting 

resource usage 



Infrastructure monitoring 

Monitoring the current state 

of a system 



Application monitoring, 

fault detection, fault 

correction, fault prediction, 

capacity planning, intrusion 

detection, reporting, alerts, 

SLA compliance,  business 

process coordination 



The capture of 

relevant state 
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Current monitoring is slow 

to adapt, scales poorly 

and structures 

information in a way that 

neither machines or 

humans can easily 

understand 



De facto standard 

open source 

monitoring system 

Nagios 



nagios.com 



nagios.com 









define host{ 
        use              linux-host 
        host_name        web-server.domain 
        alias            web-server.domain 
        address          10.0.0.1 
        hostgroups       http-servers, file-servers 
} 

define service{  
use   generic-http  
hostgroup_name firewall-htt 
contact_groups  firewall-admins  
} 

define hostgroup { 
hostgroup_name  linux-host 
alias             Debian  Servers 
members           localhost, web-server 
} 



Scalable monitoring 

system for HPC systems  

Ganglia 



Massie et al, 2004 









http://ganglia.wikimedia.org 



CPU, memory, load,  
network,  
disk, processes 

751 hosts x 23 metrics  =   

17,273 graphs 



Unstructured, 

specific 

& 

Non Machine 

Readable 
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How can we better 

understand large 

scale systems which 

frequently change? 



Decentralization 

& fault tolerance 

Lessen failure,  

Improve scale 



Location awareness 

Knowledge of logical 

location within the cloud 

minimize costs, maximize 

performance 



Holistic 

Provide a high level 

view of entire systems 



Autonomic 

Self managing, 

less human interaction, 

faster adaptation 



Decentralised 

Semantic Data 

Collection  



Structured 

p2p overlay 



Linked data  

model 





Use the semantic 

model to 

restructure the 

monitoring system 

in order to adapt 

to change 



Massie et al, 2004 









A basis for 

understanding and 

optimising large 

scale systems 



Current monitoring is slow 

to adapt, scales poorly 

and structures 

information in a way that 

neither machines or 

humans can easily 

understand 
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Thank you, 

Questions? 


